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ABSTRACT
Regional effect is a novel explainability method that can be used
for automated tabular data understanding through a three-step
procedure; a black-box machine learning (ML) model is fit on the
tabular data, a regional effect method explains the ML model and
the explanations are used to understand the data and and support
decision making. Regional effect methods explain the effect of each
feature on the output within different subgroups, for example, how
the age (feature) affects the annual income (output) for men and
women separately (subgroups). Identifying meaningful subgroups
is computationally intensive, and current regional effect methods
face efficiency challenges. In this paper, we present regional RHALE
(r-RHALE), a novel regional effect method designed for enhanced
efficiency. r-RHALE is particularly suitable for decision-making sce-
narios that involve large datasets, i.e., with numerous instances or
high dimensionality, and complex models such as deep neural net-
works. Beyond its efficiency, r-RHALE handles accurately tabular
datasets with highly correlated features. We showcase the benefits
of r-RHALE through a series of synthetic examples, benchmarking
it against other regional effect methods. The accompanying code
for the paper is publicly available.
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1 INTRODUCTION
Latest advancements in Machine Learning (ML) for tabular data
have provided models that can accurately learn complex data pat-
terns. At the same time, eXplainable AI (XAI) [4, 13] has emerged
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to explain how these models operate. Combining ML with XAI is a
promising strategy for data analysis. As shown in Figure 1, we can
analyze a tabular dataset by explaining a black-box model that is
trained on it.

Consider the task of deciding a promotional offer for bike rentals
using a relevant dataset [3] with historical data. A detailed descrip-
tion of this task is presented in Section 5. The dataset includes
features such as temperature, humidity, hour, working vs. non-
working day, etc.. The target variable is the number of bikes rented
per hour. We focus on the hour feature, but the methodology is
applicable to any other feature.

Standard data analysismethods, such as aggregation-based queries,
pairwise plots (Figure 2a) or global effect plots (Figure 2b), indicate
that bike rentals peak around 8:30 AM and 5:00 PM with a drop
in-between, due to people moving from and to work.

We propose a pipeline (Figure 1) that can provide more detailed
insights. We, first, fit a ML model, like a neural network, to the
dataset and then use a regional effect XAI method [2, 9–11, 14]
to explain it. In the example, the pipeline identifies two distinct
patterns: on weekdays (Figure 2c), like before, bike-rentals peak at
8:30 AM and 5:00 PM, but on weekends (Figure 2d) they rise from
9:00 AM, peak at 12:00 PM, and decline by 4:00 PM, a pattern that
fits to recreational use.

Based on that, we should opt for a different promotional offer on
working and non-working days. The key advantage of our approach
is the automatic extraction of these subcases from the data, without
any domain expertise, which would be challenging with traditional
aggregation-based methods.

The automated extraction of significant subregions, like “work-
ing” vs. “non-working” days is computationally intensive. Current
regional effect methods, such as r-PDP, r-ALE, and r-SHAPDP1 face
computational limitations when the dataset is large or the black-box
model is expensive to evaluate. Additionally, r-PDP struggles with
tabular datasets with correlated features.

To address these challenges, we introduce r-RHALE, a regional
effect method built on RHALE [6, 7], which:

• is efficient, making it suitable for datasets with numerous
instances and expensive black-box models, such as deep
neural networks

1The prefix r-<name> is a shortcut for regional-<name>
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• handles appropriately tabular datasets with correlated fea-
tures

We demonstrate these advantages with two synthetic examples
(Sections 3 and 4) andwe apply r-RHALE to a real dataset (Section 5).
For the experiments, we use the python package Effector [8].

2 REGIONAL RHALE
r-RHALE builds on two papers. Gkolemis et al. (2023) [7] intro-
duced RHALE, a global effect method for differentiable black-box
models that improves on ALE by being faster and computing het-
erogeneity. As we will show below, the heterogeneity is crucial
quantity for subregion detection. Herbinger et al. (2023) [10] pro-
posed a generic framework for transforming global effect methods
to regional, and applied it to PDP[5], ALE[1], and SHAP-DP[12].
This paper integrates these approaches.

Notation. Let X ∈ R𝑑 be the 𝑑-dimensional feature space, Y the
target space and 𝑓 (·) : X → Y the black-box function. We use
index s ∈ {1, . . . , 𝑑} for the feature of interest and C = {1, . . . , 𝑑}−𝑠
for the indices of all the other features. For convenience, we use
(𝑥𝑠 , xc) to denote the input vector (𝑥1, · · · , 𝑥𝑠 , · · · , 𝑥𝐷 ), (𝑋𝑠 ,Xc)
instead of (𝑋1, · · · , 𝑋𝑠 , · · · , 𝑋𝐷 ) for random variables and X𝑠 ,X𝑐
for the feature space and its complement, respectively. The training
set D = {(x(𝑖 ) , 𝑦 (𝑖 ) )}𝑁

𝑖=1 is sampled i.i.d. from the distribution
P𝑋,𝑌 .

globalRHALE.. RHALE estimates the effect of feature 𝑥𝑠 on the
output 𝑦 (Figure 2b), as:

𝑓 (𝑥𝑠 ) =
𝑘𝑥𝑠∑︁
𝑘=1

𝑧𝑘 − 𝑧𝑘−1
|S𝑘 |

∑︁
𝑖:x(𝑖 ) ∈S𝑘

instance effect︷             ︸︸             ︷
𝜕𝑓

𝜕𝑥𝑠
(𝑥 (𝑖 )𝑠 , x(𝑖 )𝑐 )︸                                        ︷︷                                        ︸

𝜇𝑘 (interval effect)︸                                             ︷︷                                             ︸
global effect

(1)

The feature axis𝑥𝑠 is divided into𝐾𝑠 variable-size intervals {Z𝑘 }𝐾𝑠

𝑘=1,
where each interval spans [𝑧𝑘−1, 𝑧𝑘 ). Let S𝑘 be the set of instances
with the 𝑠-th feature in the 𝑘-th interval, i.e., S𝑘 = {𝑥 (𝑖 ) : 𝑧𝑘−1 ≤
𝑥
(𝑖 )
𝑠 < 𝑧𝑘 }. The interval boundaries are determined by solving an
optimization problem as described in Gkolemis et al. (2023).

To understand Eq. (1), we proceed step by step. The instance
effect, 𝜕𝑓𝜕𝑥𝑠 (𝑥

(𝑖 )
𝑠 , x(𝑖 )𝑐 ), measures the change in the output when the

𝑠-th feature changes slightly from (𝑥 (𝑖 )𝑠 , x(𝑖 )𝑐 ) to (𝑥 (𝑖 )𝑠 +𝛿, x(𝑖 )𝑐 ). We
then average the instance effects for all instances in the 𝑘-th bin
to obtain the bin effect, 𝜇𝑘 . The global effect is the sum of the bin
effects.

Heterogeneity. Heterogeneity measures the deviation of instance
effects from the bin effect:

𝐻𝑠 =

𝐾𝑠∑︁
𝑘=1

𝑧𝑘 − 𝑧𝑘−1
|S𝑘 |

∑︁
𝑖:x(𝑖 ) ∈S𝑘

[
𝜕𝑓

𝜕𝑥𝑠
(𝑥 (𝑖 )𝑠 , x(𝑖 )𝑐 ) − 𝜇𝑘

]2
(2)

Zero heterogeneity indicates that the effect of 𝑥𝑠 on the output is in-
dependent of other features, i.e., 𝑓 (x) = 𝑓𝑠 (𝑥𝑠 ) + 𝑓𝑐 (xc). In this ideal

case, the feature effect explanation is reliable for all instances. As
heterogeneity increases, the feature effect explanation becomes less
accurate for individual instances, reflecting a stronger dependence
on other features xc.

For example, the effect of hour on bike rentals significantly de-
pends on the day type, resulting in high heterogeneity and inaccu-
rate average explanations for non-working days. By splitting data
into working and non-working days, regional effects reduce het-
erogeneity, providing reliable explanations within each subregion.

r-RHALE.. Regional effects aim to identify subregions with re-
duced heterogeneity by conditioning on one oremore of the features
in C. For continuous features, this condition is based on whether the
feature value is above or below a threshold 𝜏 , and for categorical fea-
tures, whether it equals or differs from 𝜏 . A CART-based algorithm
iterates over all features in x𝑐 and tests various thresholds 𝜏 to
find the one that maximally reduces heterogeneity. r-RHALE com-
bines the heterogeneity measure from Eq. (2) with this CART-based
algorithm, as detailed in [8, 10].

Computational Advantage. r-RHALE offers a computational ad-
vantage over other methods due to its approach to computing het-
erogeneity. According to Eq. (2), the term 𝜕𝑓

𝜕𝑥𝑠
(𝑥 (𝑖 )𝑠 , x(𝑖 )𝑐 ) needs

to be computed only once for all instances. When executed in a
batched manner with support for automatic differentiation, the
computational time is comparable to a single evaluation of 𝑓 . In
contrast, other methods require multiple evaluations of 𝑓 to com-
pute regional effects, resulting in slower execution times, especially
for complex and computationally intensive functions 𝑓 .

3 EXECUTION TIME COMPARISON
In this example, we show that r-RHALE executes significantly faster
than r-PDP and r-ALE. We do not include r-SHAPDP in the com-
parison, because its execution time is prohibitive high, e.g., more
than 30 minutes, even for relatively light models and datasets. In
the example, we observe that r-RHALE executes fast even under a
(a) slow-inference black-box model and (b) a large tabular dataset.

Slow-inference black-box model: We generate a dataset with 𝑁 =

104 instances, 𝐷 = 10 features and train deep neural networks
(DNN) with layers ranging from 𝐿 = 3 to 𝐿 = 20. More layers
means bigger inference time, so our findings generalize to any
slow-inference black-box model.

In Figure 3a, we observe that r-RHALE’s execution time increases
at a slower rate compared to r-ALE and r-PDP. Even for complex
models like DNNs with 20 layers, r-RHALE requires less than 15
seconds to generate regional effect plots for a single feature. This
translates to approximately 4-5 minutes for a typical tabular dataset
with 20 features. In contrast, r-PDP requires about 4 minutes per
feature, totaling roughly an hour for all features, while r-ALE needs
about 1 minute per feature, resulting in approximately 20 minutes
for all features.

Large tabular dataset: We define a deep neural network (DNN)
with 𝐿 = 5 layers and a synthetic dataset with 𝐷 = 20 features and
a varying number of instances 𝑁 ∈ {103, 104, 105} (log scale).

In Figure 3b, we observe that r-RHALE’s execution time increases
at a slower rate compared to r-ALE and r-PDP. r-RHALE is more



Figure 1: Data analysis and decision making pipeline: Utilizing regional effect plots to extract insights from tabular data.

(a) Pairwise plot (b) Global effect (c) Effect on working days (d) Effect on non-working days

Figure 2: r-RHALE applied to the bike-sharing dataset; (a) global effect of feature “hour” on the bike-rentals (b) regional effect
on feature “working days” (c) regional effect on feature “non-working days”.

(a) (b)

Figure 3: Execution time applied (a) on neural networks of
varying number of layers, i.e., varying inference times and
(b) on datasets with a varying number of instances (log scale).

than twice as fast as r-ALE and ten times faster than r-PDP. For
large datasets, this means that r-RHALE executes 20 minutes and
2 hours faster compared to r-ALE and r-PDP. The efficiency gain
would be even more pronounced with a heavier black-box model,
as demonstrated in the previous example.

4 CORRELATED FEATURES
In this example, we demonstrate that, unlike r-PDP, r-RHALE han-
dles well tabular datasets with correlated features.

We use the model 𝑦 = 3𝑥1𝐼𝑥3>0 − 3𝑥1𝐼𝑥3≤0 + 𝑥3 with two differ-
ent data-generating distributions. In the non-correlated setting, all

variables are uniformly distributed, 𝑥𝑖 ∼ U(−1, 1). In the correlated
setting, 𝑥1 and 𝑥2 maintain the same distributions, but 𝑥3 = 𝑥1.

These two versions illustrate that r-PDP produces the same re-
gional effect regardless of correlations, while r-RHALE accurately
distinguishes between the two cases. We focus on the effect of 𝑥1
on 𝑦.

Non-correlated setting. The effect of 𝑥1 arises from the interaction
terms 3𝑥1𝐼𝑥3>0 and 3𝑥1𝐼𝑥3≤0. The global effect will be 3𝑥1 when
𝑥3 > 0 (half the time, given 𝑥3 ∼ U(−1, 1)) and −3𝑥1 when 𝑥3 ≤ 0
(the other half). This results in an overall zero global effect with
high heterogeneity. By splitting into two subregions, 𝑥3 > 0 and
𝑥3 ≤ 0, we obtain two regional effects, 3𝑥1 and −3𝑥1, each with
zero heterogeneity.

In Figure 4, both r-PDP and r-RHALE correctly identify the
global effect. The global effect is zero but with high heterogeneity,
indicated by the two red lines in the r-PDP plot (Figure 4a) and the
red bars in the r-RHALE plot (Figure 4b). Due to space limitations,
we do not illustrate the regional effects, which, in both cases, match
the ground truth.

Correlated setting. In the correlated case, with 𝑥3 = 𝑥1, the effect
becomes 𝑦 = 3𝑥1𝐼𝑥1>0 − 3𝑥1𝐼𝑥1≤0. This is because the interaction
terms simplify to 3𝑥1𝐼𝑥1>0 and −3𝑥1𝐼𝑥1≤0. When 𝑥1 > 0, 𝑥3 > 0, so
only the 3𝑥1 term is active. Similarly, when 𝑥1 ≤ 0, 𝑥3 ≤ 0, making
only the −3𝑥1 term active.



(a) Global PDP (𝑥1) (b) Global RHALE (𝑥1)

Figure 4: Global plots for the non-correlated setting.

(a) Global PDP (𝑥1) (b) Global RHALE (𝑥2)

Figure 5: Global plots for the correlated setting.

In Figure 5, we observe that only r-RHALE correctly estimates
the global and regional effects. r-RHALE (Figure 5b) accurately
computes the effect as 3𝑥1𝐼𝑥1>0 − 3𝑥1𝐼𝑥1≤0 with no heterogeneity
and does not identify subregions. In contrast, r-PDP (Figure 5a)
treats the features as independent, resulting in the same global effect
as in the uncorrelated case and incorrectly identifying subregions
for 𝑥3 > 0 and 𝑥3 ≤ 0.

5 DEMONSTRATION
In this section, we delve deeper into the example introduced in
Section 1. The bike-sharing dataset [3] encompasses historical data
on hourly bike rentals from 2011 to 2012 within the Capital bike
share system, alongside relevant weather and seasonal information.
The input features include year, month, day, hour, workday sta-
tus, temperature, humidity, wind speed, and more, with the target
variable being the number of bikes rented each hour.

Our aim is to analyze this data to propose an optimal time for a
promotional offer. The focus of our analysis is on the feature "hour"
to determine the best time of day for the promotion. This method
can be applied to other features as well.

The proposed pipeline, depicted in Figure 1, comprises the fol-
lowing steps: first, we apply a neural network to the dataset. Subse-
quently, we use a regional effect method [9, 10] to assess the impact
of the "hour" feature on bike rentals. The analysis reveals that the
influence of "hour" differs between weekdays and weekends. On
weekdays (Figure 2c), bike rentals peak around 8:30 AM and 5:00
PM, corresponding to commuting times. On weekends (Figure 2d),
rentals increase from 9:00 AM, peak at 12:00 PM, and decrease after
4:00 PM, reflecting recreational use.

This finding aligns with common sense. The strength of the
pipeline lies in its ability to automatically uncover such patterns
without external input. Unlike traditional data analysis methods
that require domain expertise to identify such subspaces, our ap-
proach use the machine learning to gain this knowledge from the
complex patterns within the data. Then, r-RHALE explains this
knowledge with one plot per significant subspace.

6 CONCLUSION AND FUTUREWORK
In this paper, we introduce a novel method for extracting insights
from tabular data. Our approach involves first fitting a black-box
model and then explaining its predictions using a regional effect
method. The insights gained from the regional effect can then be
applied to support decision-making processes.

To this end, we propose r-RHALE, an innovative regional effect
method that builds upon the strengths of the global effect RHALE.
r-RHALE offers significantly improved efficiency compared to ex-
isting methods and effectively handles datasets with correlated
features.
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